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Abstract—Glaucoma is a disease that damages the optic nerve
and becomes chronic as time progresses. Its early detection is vital
for treatment. Although there are tools to carry out the analysis
of the optic nerve, they do not automatically detect this illness.
For this reason, the objective of this research is to carry out
experiments with convolutional neuronal networks to achieve the
automatic detection of this disease. The experiments performed
obtained an average accuracy of 99%.

Index Terms—Glaucoma, convolutional neuronal networks.

I. INTRODUCTION

One of the most important and complex aspects for glau-

coma treatment is an early diagnosis to prevent permanent

structural damage and irreversible loss of vision [1], [2].

Moreover, the proper diagnosis of glaucoma is key due to

the fact that it occurs without symptoms and can lead to

irreversible loss of sight [3].

There are tools for taking pictures of the fundus of the

eye, such as Visucam NNM/FA1 and Kevork2. These kind of

tools are useful for detecting glaucoma by means of Ocular

Coherence Tomography (OCT), Heidelberg Retina Tomog-

raphy II (HRT II), Optical Coherence Tomography (Stratus

OCT), and Scanning Laser Polarimetry with Variablecorneal

Compensation (GDx VCC), and Confocal Scanning Laser

Ophthalmoscopy. However, these tools lack the automatic

early detection of glaucoma.

The contribution of this research work is to use convolu-

tional neural networks implemented in TensorFlow for the

automatic early detection of glaucoma by means of analyzing

pictures of the fundus of the eye. To this end, pictures were

taken at the Instituto de la Visión, an ophthalmologic clinic

that belongs to Universidad de Montemorelos, Mexico. Within

a period of three months, 22 pictures of the fundus of the

eye with confirmed diagnosis of glaucoma and 14 pictures of

healthy people were taken. These pictures were used for train-

ing a convolutional neuronal network. To this end, TensorFlow

was used for extending the pre-trained model Inception v3

with the new pictures. The results of the classification were

compared with medical diagnosis.

This paper is organized as follows. The second section

presents how glaucoma has become a public health problem.

1http://www.medicalexpo.es/prod/carl-zeiss-meditec/product-67959-
801991.html

2http://kevork-instruments.com/productos/nexy

The third session presents the state of art. The fourth section

presents the underlying concepts of our approach. The fifth

section presents the results. The last section presents conclu-

sions and future work.

II. GLAUCOMA - A PUBLIC HEALTH PROBLEM

According to the National Eye Institute (NEI) [4], glaucoma

is a group of diseases that can lead to damage to the eye’s optic

nerve and ends in blindness. Glaucoma usually has no early

symptoms. Moreover, by the time people experience problems

with their vision, they usually have lost a significant amount

of their sight. According to NEI, increased pressure inside the

eye is a key cause of open-angle glaucoma.

Since glaucoma has no symptoms, the only way to detect

its progression is by conducting studies based on the internal

structure of the eye. The risk of blindness depends on the

intraocular pressure, the severity of the disease, the age of

glaucoma onset, as well as family history of this disease [5].

Glaucoma is a global health problem. In fact, it is the second

leading cause of blindness worldwide, affecting approximately

6.7 million people [6]. Several population-based epidemiolog-

ical studies have reported that more than 50% of glaucoma

cases remain undiagnosed even in developed countries [7].

Most importantly, glaucoma is the main cause of irreversible

blindness, being cataract the prime reversible cause. Glaucoma

is the main cause of irreversible blindness in people older than

60 years. In fact, blindness due to glaucoma can be prevented if

treated early [5]. Although this is true, there are no symptoms

of glaucoma. Therefore, the early detection is primarily done

by observing structural changes in the exploration of the head

of the optic nerve.

Over the years, technology has made great progress in the

creation and modification of instruments used for different

diagnoses within the medical area. In the field of ophthalmol-

ogy, there is a wide variety of tools for taking pictures that

stand out for their image quality, cost, and easy interaction

[8]. Nevertheless, these machines lack the necessary software

for the automatic detection of glaucoma.

The use of artificial neural networks in recent years has

given solutions to a wide variety of pattern recognition

problems, such as computer vision, image recognition, and

speech recognition [9]. Currently, the most used tool in the
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construction of convolutional neural networks is TensorFlow3.

TensorFlow is an open source software specialized in speech,

text, and image recognition. Its flexible architecture allows

to implement algorithms in one or more CPUs or GPUs.

TensorFlow was developed by Google. Its great impact on

artificial intelligence has led companies such as Intel, Nvidia,

and Twitter to use this tool [10]. Through the flexibility offered

by TensorFlow, models based on previously trained convolu-

tional neural networks can be extended such in the case of the

Inception v3 model. Inception v3 has been trained with images

from ImageNet [11]. This model can be retrained in order to

save computing time in the generation of a new classification

model. We believe that by extending the Inception v3 model

with pictures of the fundus of the eye, the glaucoma detection

process could be automated.

III. STATE OF THE ART

Ophthalmologists would like to achieve the detection and

diagnosis of glaucoma in the shortest possible time [12]. To

this end, in [13] different machine learning algorithms were

compared to evaluate the performance of each one of them for

detecting glaucoma. In that research work, the authors used

multilayer perceptron, support vector machines, among other

algorithms. These algorithms had a high performance during

classification [13].

In [14] the results of comparing different classifiers for the

diagnosis of glaucoma were presented. In that research work,

artificial neural networks and other image processing methods

were used to compare them with the Stratus OCT that is

frequently used for the detection and diagnosis of glaucoma

or other eye diseases. The result was successful with a sample

of 89 images of eyes of patients with glaucoma using feed-

forward backpropagation.

Other research works also used feed-forward backprogation.

For example, in [15], pictures of fundus of eye were collected

and used to train a feed-forward backpropagation neural net-

work. To this end, Matlab was utilized to process the images

and thus obtain the features to be used in training. In [16],

the gradient method was used for detecting the presence of

glaucoma using an artificial neural network that is trained with

the processed images. As a result it was possible to detect

the different stages of glaucoma using backpropagation. In

[17], the gradient method was used to detect the presence

of glaucoma using artificial neural networks. In that research

work, photo editing methods were used to eliminate the noise

of each image. The artificial neural network was based on feed-

forward backpropagation and the mathematical morphology

was used for the analysis of the extraction of the features

necessary for training.

In [16], an approach based on support vector machines was

proposed to detect glaucoma. The objective of that research

work was to use pictures of the fundus of the eye processed

by techniques such as noise elimination, contrast enhancement,

and principal component analysis. By means of analyzing 40

images, an accuracy of 85% was obtained.

3https://www.tensorflow.org/about/uses

Although the approaches abover based on feed-forward

backpropagation or other classical classifiers are interesting,

recent advances in computer vision indicate that the trend has

turned to the use of convolutional neural networks for the

recognition of patterns in images [18].

IV. UNDERPINNING OF OUR APPROACH

In this section the underlying concepts of our approach

are presented. The relationship of these concepts is shown in

Figure 1.

Fig. 1. Conceptual framework.

A. Machine Learning

Machine learning emerged in the 60’s as an idea of artificial

intelligence but it was until the 80’s that it gained importance

[19]. Machine learning refers to the practice of training com-

puters through algorithms and mathematical formulas giving

the computer the ability to learn and remember from historical

data and thus suggest a possible future scenario [20].

The goal of machine learning is to create a model that

allows to solve a task. In machine learning, it is desirable that

the model is trained using a large amount of data. Through

operations and algorithms, the model learns from this data and

is able to make predictions. As a result, large companies such

as Amazon, Baidu, Google, IBM, Microsoft, and others, use

this tool for their business.

There are two types of machine learning approaches: su-

pervised learning and unsupervised learning. On one hand,

supervised learning is about training a model from a set of

input data with the expected outputs. On the other hand, in
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unsupervised learning, training is performed with a set of

unlabeled input data [21]. This research work is focused on

supervised learning.

B. Deep Learning

Deep learning, or better known as deep neural networks,

is a branch of artificial intelligence. It emulates the learning

approach that human beings use to obtain certain types of

knowledge [22]. Deep learning became popular recently when

the media headlines showed that Google’s AlphaGo beat the

world champion of Go, a complex game with thousands of

possible combinations [23].

Deep learning allows the processing of computational mod-

els composed of multiple layers to learn representations of data

with different levels of abstraction. These methods have dra-

matically improved techniques in image and audio recognition

[24].

Deep learning carries out the automatic learning process by

means of using an artificial neural network that is composed

of a number of hierarchical levels. At the first layer of the

hierarchy, the network learns something simple and then sends

that information to the next layer. On the second layer, for

example, edges are combined by constructing simple shapes,

such as a diagonal line or a right angle. In the third layer, the

simple forms of the previous layer are combined and more

complex objects are obtained like ovals or rectangles. In the

next layer, ovals and rectangles could be combined, giving

shape to figures in the image [23].

C. Convolutional Neural Networks

Convolutional neural networks are a category of artificial

neural networks that have proven to be very efficient in

areas such as image recognition, classification, and speech

recognition [25]. Convolutional neuronal networks use several

identical copies of the same neuron [26]. LeNet was one of

the first convolutional neuronal networks that helped drive the

field of deep learning since 1990 [27].

CNNs have four main operations [28]: 1) convolution,

2) non-linearity (Relu), 3) pooling or sub-sampling, and 4)

classification. These operations act on images that can be

represented as a matrix with pixel values [29]. These four

operations are explained below:

• Convolution: Convolution is a continuous nonlinear func-

tion that transforms an input signal into a new output

signal. The main purpose of the convolution in the case of

the convolutional neuronal network is to extract features

from the input image [30]. For example, in Figure IV-C a

5x5 image whose values are only 0s and 1s is considered.

Another 3x3 matrix is the filter or kernel. The filter slides

over the original matrix from the first pixel, and for

each position the multiplication and sum of the elements

between the two matrices is calculated. The result is

placed in a new matrix. .

By modifying the filter values, different maps of the same

input image are obtained. Figure 3 shows the effects of

convolution when applying different filters to an image.

Through these filters it is possible to perform operations

Fig. 2. Filter or kernel (A). Matrix of the image (B). Convolved feature (C)
[28].

such as edge detection, sharpness, and blurring. In these

operations, the values of the filter matrix are combined

before the convolution. This means that different filters

can detect different features of an image, for example,

edges, curves, lines, etc. [28].

Fig. 3. Different filters [28].

• Non-linearity (Relu): Non-linearity is an operation that is

applied to each pixel and replaces all negative values of

pixels to zeros. The objective of Relu is to introduce non-

linearity in the convolution since most of the data that the

artificial neuronal network wishes to learn is non-linear

[31]. The Relu operation can be seen in Figure 4.

• Grouping or sub-sampling: Grouping reduces the di-

mension of each feature map while retaining the most

important information. The grouping can be of different

types: maximum value, average value, sum, etc. These

functions allow to detect objects inside the image no

matter where they are [32]. For example, in the case of

max pooling, the largest element of the map features is

taken. Figure 5 shows an example with the max pooling
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Fig. 4. Operation Relu [28].

operation in a function map [33].

Fig. 5. Max Pooling [28].

• Fully Connected Layer: As a whole, the stages of convo-

lution, Relu, and grouping or sub-sampling stages extract

useful features, introduce non-linearity in the network,

and reduce the dimensions of features to make them

smaller and more manageable. Finally, the output of the

grouping or sub-sampling layer acts as an input layer to

the Fully Connected layer [32]. The objective of this layer

is to use the features obtained in previous layers for the

classification of the input image [28].

D. TensorFLow
TensorFlow is used in a large number of applications or

tools that we use today, such as Google’s speech recognition

[34]. The TensorFlow API was launched as an open source

package in November 2015. TensorFlow uses numerical cal-

culations using data flow graphs. The nodes of the graph

represent mathematical operations, while the tensors of the

graph handle multidimensional data matrixes to achieve com-

munication between nodes [10], [35]. The value of the tensor

can be calculated using Session.run when the graph is executed

[36].

E. ImageNet
ImageNet is an image bank organized according to the

hierarchy of WordNet. It is a free and accessible resource for

researchers and educators around the world [37].

F. Inception v3

Inception-v3 is trained for the ImageNet Large Visual

Recognition Challenge using the data from 2012. This is a

standard task in computer vision, where models try to classify

images into 1,000 classes.

[11].

V. RESULTS

This section presents the methodology that was used in this

research work and the results obtained.s

A. Methodology

The activities that were carried out in each of the stages of

this research work are described as follows.

1) Preparation of the training environment: In order to train

the classification model, 25 pictures of the fundus of the eye

were taken from people who have a confirmed diagnosis of

glaucoma. Also, 19 pictures of the fundus of the eye were

taken from patients who do not show symptoms of glaucoma.

These pictures were taken in a period of 3 months at the

Instituto de la Visión. All the pictures used in the experiments

are available online4.

To take the pictures of the fundus of the eye of patients

with glaucoma, the following procedure was performed:

1) An ophthalmologist confirms that a patient has a clinical

diagnosis of glaucoma. To this end, tomographic and

campimetria diagnoses were carried out previously.

2) The patient is informed of the importance of taking the

picture of his or her optic nerve.

3) The patient signs a medical consent in which he or she

accepts that a picture of the fundus of his or her eyes

will be taken for research. At this point, the patient

is informed about the procedure and future use of the

pictures.

4) To take a picture of the fundus of the eye, the pupil of

the patient is dilated with phenylephrine eye drops.

5) With the pupil dilated, the picture is taken with the

VISUCAM NM / FA machine.

The pictures of the fundus of the eye of patients who do

not have a diagnosis of glaucoma were also taken with the

VISUCAM NM / FA machine. This machine already had in

storage several pictures of healthy patients. As a result, the

aforementioned steps did not have to be taken.

Figure V-A1 shows two pictures of the fundus of the eyes of

two different patients. On one hand, Section A of this figure

shows a picture of the fundus of the eye of a patient with

glaucoma. On the other hand, section B shows a picture of

the fundus of the eye of a healthy patient. With respect to

nerve fibers, the eye at the left is deteriorated.

4https://goo.gl/ufjRqP
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Fig. 6. Pictures of the fundus of the eye: A) with glaucoma and B) without
glaucoma.

2) Re-training the Inception v3 convolutional neuronal net-
work : This step consists of re-training the Inception v3

convolutional neuronal network. To this end, a MacBook Air

computer with MacOS high Sierra V. 10.13.3 operating system

was used. This machine has a 1.6 GHz Intel Core i5 processor

and 8 GB 1600 MHz DDR3 of RAM memory. Also, Tensor-

Flow version 1.5.0 was installed and executed. Specifically,

the following tools were installed and the following downloads

were made:

1) Python version 2.7 was installed from a terminal with

the following instruction: "sudo pip install python".

2) TensorFlow was installed through the terminal with the

following instruction: "pip install tensorflow".

3) The code label_image.py was downloaded. This code

uses the Inception model to classify images that are

passed to the model from the command line5.

4) The code retrain.py was downloaded. This code allows

to adapt the pretrained Inception network for other clas-

sification problems. A detailed overview of this script

can be found online6.

The command line used to retrained the Inception v3 model

is the folloiwng:

sudo python retrain.py --bottleneck_dir
/tf_glaucoma/bottlenecks --model_dir /tf_glaucoma/inception
--output_graph /tf_glaucoma/retrained_graph.pb --
output_labels /tf_glaucoma/retrained_labels.txt --image_dir
~/DataSet/glaucoma

This instruction indicates the script that carries out the re-

training (retrain.py) on the Inception model. Also, it indicates

the output graph and the labels that are used for training,

glaucoma and no glaucoma. The path where the pictures are

found is the following: ~/DataSet/glaucoma. In this path, there

are two directories. One with the pictures of the fundus of the

eye of patients with glaucoma and another with pictures of

healthy patients.

From the 44 pictures taken at the Instituto de la Visión, 6

were separated for testing. Specifically, 3 pictures were sep-

arated from the 19 pictures without glaucoma and 3 pictures

were separated from the 25 pictures with glaucoma. The re-

training was done in 8 minutes.

5https://goo.gl/hDYKnG
6https://goo.gl/b7EcBe

B. Presentation of the Results

The results are shown in Tables V-B and V-B. Table V-B

shows the results obtained by entering the 3 pictures of the

fundus of the eye with glaucoma to the computer. Each

image shows a percentage of accuracy. The evaluations of the

three pictures shown to the computer were correctly labeled

with an average accuracy of 99%. Although these results are

promising, we believe that a better predictive model could

be generated by retraining the algorithm using more fundus

images.

Table 1. Evaluation of pictures of the fundus of the eye with

glaucoma.
Evaluations No glaucoma Glaucoma

1 0.00246 0..99754

2 0.00011 0.99989

3 0.00869 0.99624

Average 0.00375 0.99624

Table V-B shows the results of the three pictures of the

fundus of the eye that do not have glaucoma. In these cases,

the classification model has an average accuracy of 99%.

Table 2. Evaluation of pictures of the fundus of the eye

without glaucoma.
Evaluations No glaucoma Glaucoma

1 0.99762 0.00238

2 0.99444 0.00556

3 0.9948 0.00052

Average 0.99718 0.00846
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VI. CONCLUSION AND FUTURE WORK

This research work was conducted to prove that convolu-

tional neural networks implemented in TensorFlow can be used

for the early automatic detection of glaucoma. To this end, the

Inception v3 model was extended with 44 photographs taken

at the Instituto de la Visión at Universidad de Montemorelos,

Mexico. An evaluation of the classification was carried out

with 6 pictures. As a result, the trained model obtained in

average a 99% accuracy for classifying glaucoma and no

glaucoma.

As future work, although the results in this research work

were promising, the sample of pictures of the fundus of the

eye of healthy and sick patients will be extended in order to

improve the classification. Likewise, it is expected to extend

the predictive model so that it does not only detect glaucoma,

but also to assess stages of its severity. Also, we expect to

extend the model for the early detection of other diseases such

as retinal pathology.
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