Modeling 3D Voronoi diagrams using the visual parallel programming language VPPL
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Abstract—A Voronoi diagram is the partitioning of an area in regions. These regions are determined based on the proximity to a set of points in the area. Voronoi diagrams have many applications in different areas: Natural Sciences, Health, Engineering, Information Technology, among others. To build these diagrams, this work uses the VPPE parallel programming environment, and its VPPL visual language. With this environment, 3D Voronoi diagrams are build, using a drag-and-drop interface to select icons that allow the representation of a parallel program under the SPMD (Single Program Multiple Data) model. The results show the advantages of using the VPPL visual parallel programming against the usage of a textual parallel programming. Additionally, response times are shown for both, textual and graphic parallel programming, building different size Voronoi diagrams, using a cluster of computers.
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I. INTRODUCTION

A Voronoi diagram is the partitioning of an area in regions. These regions are determined based on the proximity to a set of seed-points in the area. Each seed-point, X, generates a region whose points are closer to X than to any other seed-point. Voronoi diagrams have many applications in different fields: Natural Sciences, Health, Engineering, Information Technology, among others. Particularly, the modeling of 3D Voronoi diagrams with thousands of seed-points is very computing demanding, thus the development of efficient algorithms to satisfy this requirements is encouraged. In this work, a visual parallel program was proposed to build large 3D Voronoi diagrams, using VPPE (Visual Parallel Programming Environment) [1] [2]. VPPE is an IDE developed by our team; it mainly includes VPPL (a Visual Parallel Programming Language that consists of a set of icons to allow parallel programming through workflows design), a graphic editor, and an execution engine to use cluster resources. With VPPE, 3D Voronoi diagrams were obtained, through the workflow arrangement of several communication and SPMD (Single Program Multiple Data) processing icons of VPPL. The results show the advantages of programming with a visual parallel programming language, such as VPPL, compared to a textual parallel programming like MPI. Additionally, the performance evaluation is presented comparing the execution times obtained with the textual-sequential version and the proposed visual-parallel program, for different Voronoi diagrams sizes.

The structure of this document is as follows. Section II presents other works related to the generation of a Voronoi diagram by parallel computing. Section III presents the design and architecture of VPPE and VPPL. The VPPE workflow for generating a Voronoi diagram is presented in Section IV. A quantity comparison and the obtained performance by the VPPL workflow is shown in Section V. Finally, Section VI presents our conclusions and future work.

II. RELATED WORK

A Voronoi diagram is one of the most fundamental data structures in computational geometry and has been widely applied in variety of fields, either inside or outside computer science. Most effort has been directed towards developing efficient sequential or parallel algorithm by text based programming language. The first efforts are sequential or parallel algorithms that aim to decrease the computational complexity of \( n^2, n \log n, \sqrt{n^{\log n}} \) to \( n \log n \) using multiprocessors or distributed shared memory [3] [4] [5] [6]. With the emergence of GPU technology, new algorithms using tools like CUDA were proposed [7] [8] [9]. All these implementations require a good parallel programming knowledge for developers to generate a Voronoi diagram efficiently.

Although efficiency is very important (in Section V performance charts are presented), the aim of this work is to show the facility to generate Voronoi diagrams (or similar applications) by using a visual language. The representation of a visual parallel program has been done mainly using sequential diagrams, graphs, or workflows [10] [11] [12] [13] [14] [15] [16] [17][18]. However, most of the proposed visual languages or tools become complex when there are many edges among nodes, even more if different types of edges are used to specify communication and synchronization. Moreover, the representations of time flow is poor or not considered. For instance, a graph does not specify what process starts execution or whether it gives a final result.

III. VPPE ARCHITECTURE AND LANGUAGE

The VPPE architecture is composed of four modules shown in Figure 1: A Developer Interface, a Translator, a Persistence Module, and the Execution Engine.

- The Developer Interface is composed of two elements: a Visual Language, VPPE Language (VPPL) and an Editor. VPPL provides developers with a set of icons
and graphics structures to specify I/O communication or processing tasks within a workflow.

- **Execution Engine:** It is responsible for achieving MPI code generation (a program in MPI). This program is sent and executed on a previously defined cluster. During the execution, some workflow elements represent a group of processes. These processes make collective operations, such as Broadcast, Scatter and Gather.

- **Translator:** It translates a workflow into a text programming language. The current implementation generates source code in Java-MPI, being an appropriate tool for scalable systems.

- **Persistence Engine:** It includes a browser editor where the workflow is designed. This is saved on a disc as an XML file. The file can be loaded in the future, and the workflow can be modified/executed again.

### A. VPPE Language: VPPL

The components of VPPL can be divided into four main groups: Workflow organization, Processing, Input/Output (I/O), and Communication icons (see Figure 2).

- **Workflow structures** (Figure 2, a): to represent the beginning and end of a workflow; to define all variables needed in a communication at any workflow point; to represent a lineal workflow structure; to represent a multiple branch parallel execution structure that specifies Multiple Program Multiple Data (MPMD) processing; a looping curved arrow structure to specify that a set of structures be executed repeatedly while some conditions hold.

- **Processing icons** (Figure 2, b): VPPL manages four general types of processing icons to represent: Sequential Processing, Single Program Multiple Data (SPMD) processing pattern, a pipeline pattern, and a Master-Slave pattern.

- **I/O icons** (Figure 2, c): Two icons represent the data input and output operations.

- **Communication icons** (Figure 2, d): VPPL supports three types of communication icons: unidirectional point to point (simple arrow), output, and input collective communication. The output collective communication structure can be of three types: broadcast (B-cast) allows a process to propagate the same data to a set of different processes; scatter (S-cast) allows a process to propagate different data to a set of different processes, and multiple-cast (BS-cast) allows a process to use both, a broadcast followed by a scatter operation. The input collective communication structure is used to specify that a sequential process gathers data (G-cast) from a set of other processes.

![Fig. 1. VPPE development and execution environment.](image)

Fig. 2. VPPE structures and icons.

For more details about the VPPL, its icons and grammar see [1] and [2].

### B. SPMD applications in VPPE

As described in section III-A, VPPE can manage various sequential processes and MPMD processes. As such, this rule is useful when a computation involves a relatively small number of processes, each running different code and processing different data. It could be used to specify an SPMD computation. However, the user would have to specify the same code for each instance of the same program. This is clearly unpractical if the application is to handle a high parallelism level which is common. For this reason we developed the SPMD pattern through a special icon. Figure 3 show the structure in order to manage this pattern.

![Fig. 3. SPMD in VPPE.](image)
them will execute. The icon (d) represents a gather operation by the End process (e) with the data sent by the SPMD processes (c).

IV. Generating Voronoi Diagrams Using VPPE

The VPPE aim is to make parallel programming easier, developers do not use textual operations for sending or receiving data. However, developers need knowledge about how partitioning the problem in order to get the expected outcomes. A parallel algorithm for generating 3D Voronoi diagrams consists of three main steps:

1) The sequential model.
2) Data partitioning.
3) Parallel process.
4) Data gathering.

A. The sequential model

For us a 3D Voronoi diagram is represented as a cube of NxNxN of integer coordinates. The points in a cube are classified in two groups: seed-points and the free-points. Each seed-point has associated a color and figure (box, circle, triangle and star). Free-points (little circles) look for the closest seed-point using then Euclidian distance, and take its color and figure. In Figure 4 a 3x3x3 diagram is showed.

Fig. 4. Model for generating a Voronoi diagram.

A set of points are randomly selected and they are assigned like seed-point. They take the colors: red (box), blue (star), green (triangle), and fuchsia (big circle). The others points are free-points (black points). All free-points will take a color and a Voronoi diagram will be generated (Figure 5). In this example, the generated 3D Voronoi diagram is not of 3x3x3 dimensions in order to generated a solid diagram. The dimension of this diagram is 400x400x400 (Figure 5, right).

B. Data Partitioning

The partitioning consists of dividing the x-axis, y-axis and z-axis in \( k \) parts. The number of divisions (parts) in each axis can be different. This allows to get a set of cubes (sub-cubes). Each sub-cube is represented by a tuple: \((x_{\text{initial}}, x_{\text{end}}, y_{\text{initial}}, y_{\text{end}}, z_{\text{initial}}, z_{\text{end}})\), and a sub-cube can be independently processed by a process. Figure 6 shows an example where the partitioning of each axis is in two parts generating eight sub-cubes.

![Fig. 6. Data partitioning in the Voronoi solution.](image)

C. VPPE Voronoi Algorithm

Figure 7 shows the VPPE workflow for the 3D Voronoi diagram generation. Each blue circle allows to describe the flow and elements that integrate this workflow.

![Fig. 7. Workflow for generating Voronoi diagram in parallel.](image)

The circle 1 define the workflow’s flow. The number 2 is the beginning of the workflow. The number 3 contains the variables used for communications. In our case we need three matrix:

1) \text{seed\_point}[N][3]: a matrix for N seed-points randomly generated.
2) \text{tuple}[P][6]: a matrix with the values \((x_{\text{initial}}, x_{\text{end}}, y_{\text{initial}}, y_{\text{end}}, z_{\text{initial}}, z_{\text{end}})\). \( P \) represents the number
of processes = number of sub-cubes,
3) $\text{sub}_\text{cube}[X\_\text{part} \times Y\_\text{part} \times Z\_\text{part}]$: an sub-cube (represent as an simple array) that defines part of the resulting Voronoi diagram.

The number 4 defines a sequential process that generates the seed-points (initializes the seed-point matrix) and sets the limits of each sub-cube (initializes the tuple $[P][6]$ matrix). The Matrix $\text{tuple}$ will be scattered to the SPMD processes following the model presented in Figure 6. The number 5 contains the variables in the communications. In this icon is specified the matrix $\text{seed\_point}$ that is transferred by a broadcast operation and the matrix $\text{tuple}$ using a scatter operation. The number 6 has the parallel processing by SPMD processes. Each SPMD process receives a copy of the seed_point and the limits of its sub-cube. With this data, each SPMD process generates a Voronoi diagram in $\text{sub}_\text{cube}$, which is part of the final results. In this step, a SPMD process can practically use the sequential solution (code) of the problem. At this time, the generated $\text{sub}_\text{cube}$ can not be transferred to another process for its gathering because VPPE only allow to send arrays in 1 or 2 dimensions. Developers have to translate the $\text{sub}_\text{cube}$ in an array in order to be sent. The number 7 specifies what data will be sent to a sequential process for its group, in our case, part of the Voronoi diagram. Number 8 defines a sequential process grouping the sub-cubes as a integrated whole. Finally, the number 9 represent the end of the workflow.

V. RESULTS AND EVALUATION

Visual programming using VPPE (and its language VPPL) is simpler that the Text-based programming (TBP) for many applications. This is due to its icons for representing communication and synchronization operations. For generating Voronoi diagrams with large number of points using VPPE, Developers have to use these icons and connected them. By contrast, using parallelsim through TBP they have to use a shared or distributed memory with its respective operations, for example, in the case of distributed memory they explicitly have to use send, receive, broadcast, scatter, among others.

In this Section a qualitative and performance comparison for generating Voronoi diagrams using VPPE and TBP is presented. The aim of the first is to demonstrate the benefits (facility) of using VPPE for generate a parallel application, and the aim of the second is to show the reduction of response time respect to the sequential version in TBP, where Developers do not use new instructions or operations as it is done in parallel programming.

A. Qualitative comparison: VPPL vs TBP

Developing a parallel application in distributed memory for generating Voronoi diagrams requires employs a set of operation for partitioning the area and to obtain the final (global) result. A set of these main operations are: processes creation, processes identification, processes group management, processes interaction (communication and synchronization). In the Table I a qualitative comparison assuming a MPI implementation in TBP and another in VPPE is presented in order to show the benefits of using the latter.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>TBP</th>
<th>VPPL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Processes creation</td>
<td>In TBP is necessary instructions for processes creation and destruction, for example, $\text{mpirun}$, $\text{MPI_Init}$ and $\text{MPI_Finalize}$</td>
<td>Using VPPE/VPPL only is necessary to drag the SPMD structure and set the number of processes. The beginning and end icons are for default.</td>
</tr>
<tr>
<td>Processes identification</td>
<td>It is necessary to know who is the process that partitions the points and who gathers the partial results. Developers have to use MPI functions such as $\text{MPI_GetRank}$ and $\text{MPI_GetSize}$.</td>
<td>It is not necessary, each roles is settled for the SPMD structure.</td>
</tr>
<tr>
<td>Processes group</td>
<td>Not all processes have the same function. Developers have to use operation such as: $\text{MPI_Incl}$, $\text{MPI_create}$ and $\text{MPI_getGroup}$ (using an array with the process ids that belong to the group) if group creation is used.</td>
<td>The structure SPMD use implicitly two process groups: the first sequential process, the SPMD processes, and the last sequential processes and the SPMD processes.</td>
</tr>
<tr>
<td>Communication</td>
<td>For the partitioning is necessary to use operation point to point, send and receive, or collective operation such as broadcast, for sending seed-points, scatter, for partitioning the area, and gather, for obtaining the global result (diagram). In MPI these operation are $\text{MPI_send}$, $\text{MPI_receive}$, $\text{MPI_broadcast}$, $\text{MPI_scatter}$ and $\text{MPI_gather}$.</td>
<td>Only it is necessary icons for collective communication. An BS and G icon. In the BS icon the variable name with the seed-points is necessary for broadcasting and the name of the arrays with the ranges of each process for scattering. In the G icon, only the name of the variable for gathering the partial results.</td>
</tr>
</tbody>
</table>

TABLE I. QUALITATIVE COMPARISON BETWEEN TBP AND VPPL.

The parallel solution with VPPE is simpler than TBP. Intuitively, this is because VPPE visual icons correspond to higher-level abstractions of processing tasks that hide many programming details in parallel computing.

B. Performance evaluation

A sequential application for generating a Voronoi diagram was developed. Using this application as base the VPPE workflow was generated, and in this section we show the performance of both versions to get a view of how good is the code generated by VPPE. We present first the experimental platform, and finally the results.

1) Experimental platform: The experimental platform is a cluster composed of 136 cores in 13 nodes; the hardware specifications and the operating system are shown in Table II. All nodes are connected through a Gigabit Ethernet switch.

<table>
<thead>
<tr>
<th>Node</th>
<th>Processes/Cores</th>
<th>Frequency</th>
<th>Memory</th>
<th>Operating system</th>
</tr>
</thead>
<tbody>
<tr>
<td>node 1-6</td>
<td>8</td>
<td>2.3GHz</td>
<td>8GB</td>
<td>Centos 7.2</td>
</tr>
<tr>
<td>node 7-11</td>
<td>8</td>
<td>2.3GHz</td>
<td>8GB</td>
<td>Centos 7.2</td>
</tr>
<tr>
<td>node 12</td>
<td>24</td>
<td>2.3GHz</td>
<td>8GB</td>
<td>Centos 7.2</td>
</tr>
<tr>
<td>node 13</td>
<td>24</td>
<td>2.3GHz</td>
<td>8GB</td>
<td>Centos 7.2</td>
</tr>
</tbody>
</table>

TABLE II. EXPERIMENTAL PLATFORM CHARACTERISTICS.

The software specifications are: gcc compiler version 4.8.5, OpenMPI version 1.10.2, and SDK java 1.8.0_25.

2) Results: A sequential application for generating Voronoi diagrams was programmed from scratch using Java. Two sizes of diagram were considered: $400^3$ and $600^3$. Both applications use 1000 seed-points. In the VPPE version the axis $x$ and $y$
are divided in two parts and the division in \( z \) depends of the size diagram and if it is multiple of 4, this last for the number of partitions (four) obtained of the division in \( x \) and \( y \) (see Figure 6, right). The sub-cubes generated by the division in \( z \) are processed by SPMD processes.

The execution times obtained in the generation of a Voronoi diagram of 400x400x400 are shown in Figure 8. The \( x \) axis describes the number of SPMD processes: 4, 8, 16, 20 and 40, and the \( y \) axis the execution time (in milliseconds). The first point in \( x \) \((x=1)\) represents the sequential program. We observe that the performance of VPPE is better than the sequential version and its time decreases when the number of SPMD processes increases. However, generating these diagrams using VPPE is very simple respect to parallel text based programming.

![Performance evaluation for a 400³ Voronoi network](image)

Fig. 8. Execution time for generating a Voronoi diagram of 400³.

The execution times obtained in the generation of a Voronoi diagram of 600x600x600 are shown in Figure 9. As in the previous case, the first point in \( x \) represents the sequential program and the others the numbers of SPMD processes: 4, 8, 12, 20, 24 and 40. Similar as in the last graph, the performance of VPPE is better when more SPMD processes are used. For this size, a 3D Voronoi diagram is shown in Figure 10.

![Performance evaluation for a 600³ Voronoi network](image)

Fig. 9. Execution time for generating a Voronoi diagram of 600³.

VI. CONCLUSION AND FUTURE WORK

We have presented a proposal to develop Voronoi diagrams using VPPE, a visual parallel programming environment, and its visual language VPPL. The programming of this applications was quasi sequential. The objective of the VPPE is to reduce the complexity of explicitly controlling the communication and synchronization of parallel applications. VPPL language simplifies the development of parallel applications, starting from a sequential version.

Future work includes the extension of VPPE to be improved in several ways.

- Integration of new data partitioning. This could support applications such as the presented in this paper for generating Voronoi diagrams, where data can be distributed automatically, in a transparent way.
- Transfer of new data types: For example, an array in 3D and avoid data conversion by the Developer.
- The execution in different architectures (multi-core or GPU).
- Performance comparison between the generated code by VPPE and a program written by an expert in parallel computing.
- Inclusion of load distribution algorithms in the architecture.
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Fig. 10. Voronoi diagram of 600x600x600 and 1000 seed-points.


